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TECHNIQUES FOR AUTOMATICALLY
SELECTING A NATURAL LANGUAGE FOR
CONFIGURING AN INPUT METHOD EDITOR
AT A COMPUTING DEVICE

FIELD

The present disclosure generally relates to computing
devices and, more particularly, to techniques for automati-
cally selecting a natural language for configuring an input
method editor at a computing device.

BACKGROUND

The background description provided herein is for the pur-
pose of generally presenting the context of the disclosure.
Work of the presently named inventors, to the extent it is
described in this background section, as well as aspects of the
description that may not otherwise qualify as prior art at the
time of filing, are neither expressly nor impliedly admitted as
prior art against the present disclosure.

A user can utilize a computing device, e.g., a mobile phone,
to transmit an electronic message to another user (a “recipi-
ent”). Examples of electronic messages include e-mail, text
messages, and social network messages. The user may speak
more than one natural language, which refers to a natural
spoken and/or written language, which is different than con-
structed and formal languages, e.g., computer programming
languages. Examples of natural languages include English
and French.

When the user initializes composition of an electronic mes-
sage at the computing device, the computing device can
launch an input method editor. The input method editor can
have one or more functions that enable the user to input text of
the electronic message. Examples of input method editor
functions include spell/grammar checking, specialized vir-
tual keyboards, and speech-to-text conversion.

SUMMARY

A computer-implemented method is presented. The
method can include initializing, at a computing device includ-
ing one or more processors, an input method editor for com-
posing an electronic message. The method can include
receiving, at the computing device, an input from a user
identifying a recipient for the electronic message. The
method can include obtaining, at the computing device, lan-
guage information corresponding to the recipient, the lan-
guage information indicating one or more suggested natural
languages for composing the electronic message, each sug-
gested natural language having a probability score indicating
a likelihood that its suggested natural language is appropriate
for communication with the recipient, wherein the language
information is obtained from at least one of a memory of the
computing device, a remote server, and a search of a network.
The method can include selecting, by the computing device,
a suggested natural language having a highest probability
score to obtain a selected natural language for composing the
electronic message. The method can include outputting, at the
computing device, a confidence indication indicative of a
degree of reliability of the selected natural language, wherein
the degree of reliability corresponds to the probability score
of the selected natural language. The method can include
configuring, at the computing device, the input method editor
based on the selected natural language to obtain a configured
input method editor. The method can include receiving, at the
computing device, another input from the user via the con-
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figured input method editor to compose the electronic mes-
sage to obtain a composed electronic message. The method
can also include transmitting, from the computing device, the
composed electronic message to another computing device
associated with the recipient.

Another computer-implemented method is also presented.
The method can include initializing, at a computing device
including one or more processors, an input method editor for
composing an electronic message. The method can include
receiving, at the computing device, an input from a user
identifying a recipient for the electronic message. The
method can include obtaining, at the computing device, lan-
guage information corresponding to the recipient, the lan-
guage information indicating one or more suggested natural
languages for composing the electronic message. The method
can include selecting, at the computing device, a natural
language for composing the electronic message based on the
language information to obtain a selected natural language.
The method can also include configuring, at the computing
device, the input method editor based on the selected natural
language.

In some embodiments, selecting the natural language for
composing the electronic message includes automatically
selecting, by the computing device, the natural language for
composing the electronic message based on the language
information to obtain the selected natural language.

In other embodiments, selecting the natural language for
composing the electronic message includes: prompting, by
the computing device, the user for a selection of the one or
more suggested natural languages, and receiving, at the com-
puting device, the selection by the user of one of the one or
more suggested natural languages to obtain the selected natu-
ral language.

In some embodiments, obtaining the language information
corresponding to the recipient further includes: searching a
network for the language information corresponding to the
recipient when the computing device has no language infor-
mation corresponding to the recipient, and receiving the lan-
guage information from a server on the network in response to
the searching.

In other embodiments, obtaining the language information
corresponding to the recipient includes retrieving at least a
portion of the language information from a profile of the
recipient stored at a memory of the computing device.

In some embodiments, obtaining the language information
corresponding to the recipient further includes receiving at
least another portion of the language information from
another profile of the recipient stored at a server located
remotely from the computing device.

In other embodiments, the language information corre-
sponds to a group of one or more users that includes the
recipient.

In some embodiments, the language information includes
information indicative of a probability score for each sug-
gested natural language, each probability score indicating a
likelihood that its corresponding suggested natural language
is appropriate for communication with the recipient.

In other embodiments, the language information includes
the probability scores for the suggested natural languages.

In some embodiments, the method further includes: stor-
ing, at the computing device, the one or more probability
scores at a memory of the computing device in response to
obtaining the language information, and selectively adjust-
ing, at the computing device, the one or more probability
scores based on other electronic communication between the
user and the recipient.
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In other embodiments, the method further includes calcu-
lating, at the computing device, the probability scores for the
natural languages based on the language information,
wherein the language information includes statistics of past
usage by the user of each of the one or more suggested natural
languages.

In some embodiments, the statistics of past usage by the
user of a specific suggested natural language are on a per
document basis or on a per word basis.

In other embodiments, the method further includes output-
ting, at the computing device, a confidence indication indica-
tive of a degree of reliability of the selected natural language,
wherein the degree of reliability corresponds to the probabil-
ity score corresponding to the selected natural language.

In some embodiments, the input method editor is a speech-
to-text input method editor configured to receive speech input
and to convert the speech input to text for the electronic
message, and the confidence indication is output at the com-
puting device prior to receiving speech input for conversion to
text by the speech-to-text input method editor.

In other embodiments, configuring the input method editor
based on the selected natural language includes at least one
of: (i) configuring a spell checker based on the selected natu-
ral language, (ii) configuring a grammar checker based on the
selected natural language, (iii) configuring a layout of a vir-
tual keyboard displayed by the computing device based onthe
selected natural language, (iv) configuring an auto-correction
dictionary based on the selected natural language, (v) config-
uring an acoustic model for speech-to-text based on the
selected natural language, (vi) configuring a language model
for speech-to-text based on the selected natural language, and
(vii) configuring a translation model for language translation
from the selected natural language to another natural lan-
guage that the user can at least one of compose in and under-
stand.

A computing device is also presented. The computing
device can include one or more processors and a communi-
cation device. The one or more processors can be configured
to initialize an input method editor for composing an elec-
tronic message. The communication device can be configured
to receive an input from a user indicating a recipient for the
electronic message. The one or more processors can be con-
figured to obtain language information corresponding to the
recipient, the language information indicating one or more
suggested natural languages for composing the electronic
message. The one or more processors can be configured to
select a natural language for composing the electronic mes-
sage based on the language information to obtain a selected
natural language. The one or more processors can also be
configured to configure the input method editor based on the
selected natural language.

In some embodiments, the one or more processors are
configured to automatically select the natural language for
composing the electronic message based on the language
information to obtain the selected natural language.

In other embodiments, the one or more processors are
configured to select the natural language for composing the
electronic message by: prompting the user for a selection of
the one or more suggested natural languages using the com-
munication device, and receiving the selection by the user of
one of the one or more suggested natural languages via the
communication device to obtain the selected natural lan-
guage.

In some embodiments, the one or more processors are
configured to obtain the language information corresponding
to the recipient by: searching a network for the language
information corresponding to the recipient when the comput-
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ing device has no language information corresponding to the
recipient, and receiving the language information from a
server on the network in response to the searching.

In other embodiments, the one or more processors are
configured to obtain the language information corresponding
to the recipient by retrieving at least a portion of the language
information from a profile of the recipient stored at a memory
of the computing device.

In some embodiments, the one or more processors are
configured to obtain the language information corresponding
to the recipient by receiving at least another portion of the
language information from another profile of the recipient
stored at a server located remotely from the computing
device.

In other embodiments, the language information corre-
sponds to a group of one or more users that includes the
recipient.

In some embodiments, the language information includes
information indicative of a probability score for each sug-
gested natural language, each probability score indicating a
likelihood that its corresponding suggested natural language
is appropriate for communication with the recipient.

In other embodiments, the language information includes
the probability scores for the suggested natural languages,
and wherein the one or more processors are further config-
ured to: store the one or more probability scores at a memory
of'the computing device in response to obtaining the language
information, and selectively adjust the one or more probabil-
ity scores based on other electronic communication between
the user and the recipient.

In some embodiments, the one or more processors are
further configured to calculate the probability scores for the
natural languages based on the language information,
wherein the language information includes statistics of past
usage by the user of each of the one or more suggested natural
languages.

In other embodiments, the statistics of past usage by the
user of a specific suggested natural language are on a per
document basis or on a per word basis.

In some embodiments, the one or more processors are
further configured to output, via the communication device, a
confidence indication indicative of a degree of reliability of
the selected natural language, wherein the degree of reliabil-
ity corresponds to the probability score corresponding to the
selected natural language.

In other embodiments, the input method editor is a speech-
to-text input method editor configured to receive speech input
and to convert the speech input to text for the electronic
message, and the confidence indication is output using the
communication device prior to receiving speech input for
conversion to text by the speech-to-text input method editor.

In some embodiments, the one or more processors are
configured to configure the input method editor based on the
selected natural language by at least one of: (i) configuring a
spell checker based on the selected natural language, (ii)
configuring a grammar checker based on the selected natural
language, (iii) configuring a layout of a virtual keyboard
displayed by the communication device based on the selected
natural language, (iv) configuring an auto-correction dictio-
nary based on the selected natural language, (v) configuring
an acoustic model for speech-to-text based on the selected
natural language, (vi) configuring a language model for
speech-to-text based on the selected natural language, and
(vii) configuring a translation model for language translation
from the selected natural language to another natural lan-
guage that the user can at least one of compose in and under-
stand.
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Further areas of applicability of the present disclosure will
become apparent from the detailed description provided here-
inafter. It should be understood that the detailed description
and specific examples are intended for purposes of illustra-
tion only and are not intended to limit the scope of the dis-
closure.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure will become more fully understood
from the detailed description and the accompanying draw-
ings, wherein:

FIG. 1 is a diagram of an example computing system
including a computing device and a server according to some
implementations of the present disclosure;

FIG. 2 is a functional block diagram of the computing
device of FIG. 1; and

FIG. 3 is a flow diagram of an example method of auto-
matically selecting a natural language for processing input at
a computing device according to some implementations of
the present disclosure.

DETAILED DESCRIPTION

A user may communicate in a specific natural language
when communicating with a specific recipient. For example,
each recipient may have a corresponding natural language
that the user utilizes for his/her electronic messages
addressed to that recipient. The input method editor may be
configured according to a selected natural language. The user
can change the selected natural language for each recipient,
but this can be cumbersome and time consuming.

Accordingly, techniques are presented for automatically
selecting a natural language for processing input at a comput-
ing device. Upon initialization of an input method editor for
composing an electronic message, a computing device can
obtain language information corresponding to a recipient of
the electronic message. The language information can indi-
cate one or more suggested natural languages for composing
the electronic message.

Each of these suggested natural languages can have a prob-
ability score indicating a likelihood that its corresponding
suggested natural language is appropriate for communication
with the recipient. Based on the language information, the
computing device can select a natural language for compos-
ing the electronic message to obtain a selected natural lan-
guage. The computing device can then configure the input
method editor based on the selected natural language.

The language information can be stored locally and/or
remotely. In some examples, the language information can be
learned from past electronic communication between the user
and the recipient. In addition, when no language information
exists for the recipient, the computing device can search a
network to obtain the language information, e.g., by crawling
the recipient’s social media profile.

Referring now to FIG. 1, an example computing system
100 is illustrated. The computing system 100 can include a
first computing device 104 that is operable by a user 108.
Examples of the first computing device 104 include comput-
ing devices configured to launch and utilize an input method
editor (a desktop computer, a laptop computer, a tablet com-
puter, a mobile phone, etc.). Specifically, the user 108 can
utilize the input method editor to compose electronic mes-
sages at the first computing device 104. These electronic
messages can then be sent to other computing devices via a
network 112. The first computing device 104, therefore, can
also be referred to as a sending computing device 104. The
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network 112 can be any one or more suitable networks for
transmitting data between computing devices (such as a local
area network (LAN), a wide area network (WAN), e.g., the
Internet, or a combination thereof).

A second computing device 116 can be operable by another
user 120. Examples of the second computing device 116
include computing devices configured to receive the elec-
tronic messages from the sending computing device 104 via
the network 112 (a desktop computer, a laptop computer, a
tablet computer, a mobile phone, etc.). The second computing
device 116, therefore, can also be referred to as a receiving
computing device 116. Similarly, user 120 can also be
referred to as a recipient 120. A server 124 can also be con-
nected to the network 112. The server 124 can provide the
language information for the recipient 120 to the sending
computing device 104 according to some implementations of
the present disclosure, which are described in more detail
below. Examples of the server 124 include a single server and
two or more servers operating in a parallel or distributed
architecture.

Referring now to FIG. 2, a functional block diagram of the
example sending computing device 104 is illustrated. The
sending computing device 104 can include communication
devices 200, a processor 204, and a memory 208. Examples of
the processor 204 include both a single processor and two or
more processors operating in a parallel or distributed archi-
tecture. Examples of the memory 208 include storage medi-
ums (flash, hard disk, etc.) configured to store information,
such as the language information for the recipient 120, at the
sending computing device 104. In some embodiments, the
receiving computing device 116 and/or the server 124 have a
same or similar architecture as the sending computing device
104.

Example components of the communication device 200
include components configured for communication with the
user 108 and/or other computing devices on the network 112,
such as the receiving computing device 116 and the server
124. For example, the communication devices 200 can
include a touch display 212 and a microphone 216 for com-
munication with the user 104 and a transceiver 220 config-
ured for communication with the receiving computing device
116 and/or the server 124 via the network 112. Other example
components of the communication devices 200 include a
speaker, a physical keyboard, and/or other physical buttons.

The processor 204 can initialize an input method editor for
composing an electronic message in response to an input by
the user 108. For example, this input can be a touch input via
the touch display 212, a speech input via the microphone 216,
or another suitable input. Additionally, the user 108 can pro-
vide another input indicating the recipient 120 for the elec-
tronic message. Examples of this input include a touch input,
a speech input, or another suitable input such as selecting the
recipient 120 from a list of contacts.

After the recipient 120 has been identified, the processor
204 can obtain language information corresponding to the
recipient 120. The term “language information™ can refer to
any data indicative of one or more natural languages that may
be utilized or comprehended by the recipient 120. The one or
more natural languages indicated by the language informa-
tion can also be referred to as one or more suggested natural
languages because the user 108 may have configured the
sending computing device 108 to use a particular natural
language, e.g., a default natural language, which is different
than the one or more suggested natural languages.

According to certain embodiments, language information
examples include past electronic communication between the
user 108 and the recipient 120 (electronic messages, voice/
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video communications, etc.) and preferred natural languages
selected by the user 108 and/or by the recipient 120. Accord-
ing to one embodiment, the language information is associ-
ated and stored with a contact profile for the recipient 120.
This contact profile could be stored at the sending computing
device 104, at the server 124, or a combination thereof. The
processor 204 can retrieve at least a portion of the language
information from the contact profile for the recipient 120,
which can be stored at the memory 208, and/or the processor
204 can retrieve at least a portion of the language information
from the server 124 using the communication devices 200.

In some cases, there may be no stored language informa-
tion corresponding to the recipient 120. For example, the
recipient 120 may be a “new recipient” or “new contact,”
which the user 108 may not have communicated with before.
In such cases, the sending computing device 104 can auto-
matically use its default natural language to configure the
input method editor. In some implementations, the sending
computing device 104 can attempt to search the network 112
for the language information corresponding to the recipient
120 when the sending computing device 104 cannot obtain
language information corresponding to the recipient 120
from its memory 208 or from the server 124. If language
information for the recipient 120 is found as a result of the
search, the language information can then be obtained by the
sending computing device 104 via the network 112, e.g., from
another server. If no language information for the recipient
120 is found via the search, the default natural language can
be used.

In some implementations, the language information can
correspond to a group of users that includes the recipient 120.
The user 108 may or may not also be part of the group of
users. Each user in the group of users can have the same
language information associated with him/her. Examples of
groups of users family-based groups, such as “Cousins,” or
language-specific groups, such as “French friends” For
example, the recipient 120 could be a family member of a
German speaking family, or the recipient 120 could be one of
a group of French speaking acquaintances. In some imple-
mentations, the group of users could be associated with a
social network or could be manually created by the user 108
or another user. For example only, in cases where a natural
language associated with the group of users containing the
recipient 120 does not correspond to a suggested natural
language for the recipient 120, the natural language associ-
ated with the group of users could override the suggested
natural language for the recipient 120.

The language information can include a probability score
corresponding to each suggested natural language. Each
probability score can indicate a likelihood that its correspond-
ing suggested natural language is appropriate for communi-
cation with the recipient 120. These probability scores can be
calculated, e.g., by the processor 204 or other computing
device, using any suitable natural language scoring algo-
rithm. As previously mentioned, the probability scores can be
calculated using past electronic communication between the
user 108 and the recipient 120. Additionally or alternatively,
the probability scores can be calculated based on other suit-
able user information (language preferences from other appli-
cations, domain name servers (DNS) information from web
browsing activity, etc.), or based on other suitable recipient
information provided the recipient 120 has consented or
made his/her information publicly available (information
specific to only the recipient 120, information identified via a
search of the network 112, etc.).

In some implementations, the probability scores can be
calculated based on a past usage of the natural languages. This
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past usage could be on a per document basis, e.g., per e-mail,
on a per word basis, or on another suitable usage basis. For
example only, when the user 108 composes 80 out of 100
e-mails in French, the probability score for French could be
80%. The probability scores can be stored at the memory 208
of'the sending computing device 104 in response to obtaining
the language information. In some implementations, the
probability scores can be selectively adjusted, e.g., by the
processor 204, based on other, e.g., additional, electronic
communication between the user 108 and the recipient 120 or
based on other suitable modifiers, such as the preferences of
the recipient 120 overriding the preferences or past usage by
the user 108.

The processor 204 can select one of the suggested natural
languages to obtain a selected natural language. For example,
the selected natural language may be one of the one or more
suggested natural languages having a highest probability
score. Alternatively, the selected natural language could be
the default natural language, which may or may not be one of
the suggested natural languages. For example, if none of the
one or more suggested natural languages has a probability
score greater than a predetermined threshold indicative of an
acceptable likelihood, the processor 204 can select the default
natural language.

In some implementations, the processor 204 can output,
e.g., via the communication devices 200, a confidence indi-
cation indicative of a degree of reliability of the selected
natural language. The degree of reliability corresponds to the
probability score corresponding to the selected natural lan-
guage. For example, the probability score could be a percent-
age and the degree of reliability could be the same percentage.
Alternatively, for example, the degree of reliability could be
another suitable indicator for the probability score, such as a
color (green=confident, yellow=somewhat confident, and
red=not confident). When the input method editor is a speech-
to-text input method editor, the confidence indication may be
output at the sending computing device 104, e.g., via the
communication devices 200, prior to receiving speech input
for conversion to text by the speech-to-text input method
editor.

In some implementations, the processor 204 can provide
two or more of the suggested languages as options for the user
108. For example, these two or more natural languages could
be presented to the user 108 at the touch display 212. The user
108 can then select one of these options to obtain the selected
natural language. These two or more natural languages pre-
sented to the user 108 could be the two or more natural
languages having the highest probability scores. Alterna-
tively, the two or more natural languages presented to the user
108 could include a highest scored natural language and a
default natural language. The processor 204 can also provide
the user 108 with the confidence indication for each of the two
or more presented natural languages, e.g., green/yellow/red.

The processor 204 can then configure the input method
editor based on the selected natural language. For example,
configuring the input method editor may include optimizing
the input method editor for operation with the selected natural
language. In one embodiment, when the user 108 is incapable
of composing in the selected natural language, the processor
204 can invoke (or suggest invoking) a translation application
for the user 108. Examples of various input method editors
and the corresponding configuration include (i) configuring a
spell checker based on the selected natural language, (ii)
configuring a grammar checker based on the selected natural
language, (iii) configuring a layout of a virtual keyboard
displayed by the computing device based on the selected
natural language, (iv) configuring an auto-correction dictio-
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nary based on the selected natural language, (v) configuring
an acoustic model for speech-to-text based on the selected
natural language, (vi) configuring a language model for
speech-to-text based on the selected natural language, and
(vii) configuring a translation model for language translation
from the selected natural language to another language that
the user 108 can compose in and/or understand. It should be
appreciated that other suitable configuration of the input
method editor can be performed.

The sending computing device 104 can then receive input
via the configured input method editor for composing the
electronic message. After the electronic message is com-
posed, the electronic message can be sent, e.g., via the com-
munication devices 200 and the network 112, to the recipient
120 at the receiving computing device 116.

Referring now to FIG. 3, an example method 300 for auto-
matically selecting a natural language for processing input at
the sending computing device 104 is illustrated. At 304, the
sending computing device 104 can initialize an input method
editor for composing an electronic message. At 308, the send-
ing computing device 104 can receive an input from the user
108 identifying the recipient 120 for the electronic message.
At 312, the sending computing device 104 can obtain lan-
guage information corresponding to the recipient 120, the
language information indicating one or more suggested natu-
ral languages for composing the electronic message. At 316,
the sending computing device 104 can select a natural lan-
guage for composing the electronic message based on the
language information to obtain a selected natural language.
At 320, the sending computing device 104 can configure the
input method editor based on the selected natural language.
The method 300 can then end or return to 304 for one or more
additional cycles.

Example embodiments are provided so that this disclosure
will be thorough, and will fully convey the scope to those who
are skilled in the art. Numerous specific details are set forth
such as examples of specific components, devices, and meth-
ods, to provide a thorough understanding of embodiments of
the present disclosure. It will be apparent to those skilled in
the art that specific details need not be employed, that
example embodiments may be embodied in many different
forms and that neither should be construed to limit the scope
of the disclosure. In some example embodiments, well-
known procedures, well-known device structures, and well-
known technologies are not described in detail.

The terminology used herein is for the purpose of describ-
ing particular example embodiments only and is not intended
to be limiting. As used herein, the singular forms “a,” “an,”
and “the” may be intended to include the plural forms as well,
unless the context clearly indicates otherwise. The term “and/
or” includes any and all combinations of one or more of the
associated listed items. The terms “comprises,” “compris-
ing,” “including,” and “having,” are inclusive and therefore
specify the presence of stated features, integers, steps, opera-
tions, elements, and/or components, but do not preclude the
presence or addition of one or more other features, integers,
steps, operations, elements, components, and/or groups
thereof. The method steps, processes, and operations
described herein are not to be construed as necessarily requir-
ing their performance in the particular order discussed or
illustrated, unless specifically identified as an order of perfor-
mance. It is also to be understood that additional or alternative
steps may be employed.

Although the terms first, second, third, etc. may be used
herein to describe various elements, components, regions,
layers and/or sections, these elements, components, regions,
layers and/or sections should not be limited by these terms.
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These terms may be only used to distinguish one element,
component, region, layer or section from another region,
layer or section. Terms such as “first,” “second,” and other
numerical terms when used herein do not imply a sequence or
order unless clearly indicated by the context. Thus, a first
element, component, region, layer or section discussed below
could be termed a second element, component, region, layer
or section without departing from the teachings of the
example embodiments.

As used herein, the term module may refer to, be part of, or
include: an Application Specific Integrated Circuit (ASIC);
an electronic circuit; a combinational logic circuit; a field
programmable gate array (FPGA); a processor or a distrib-
uted network of processors (shared, dedicated, or grouped)
and storage in networked clusters or datacenters that executes
code or a process; other suitable components that provide the
described functionality; or a combination of some or all of the
above, such as in a system-on-chip. The term module may
also include memory (shared, dedicated, or grouped) that
stores code executed by the one or more processors.

The term code, as used above, may include software, firm-
ware, byte-code and/or microcode, and may refer to pro-
grams, routines, functions, classes, and/or objects. The term
shared, as used above, means that some or all code from
multiple modules may be executed using a single (shared)
processor. In addition, some or all code from multiple mod-
ules may be stored by a single (shared) memory. The term
group, as used above, means that some or all code from a
single module may be executed using a group of processors.
In addition, some or all code from a single module may be
stored using a group of memories.

The techniques described herein may be implemented by
one or more computer programs executed by one or more
processors. The computer programs include processor-ex-
ecutable instructions that are stored on a non-transitory tan-
gible computer readable medium. The computer programs
may also include stored data. Non-limiting examples of the
non-transitory tangible computer readable medium are non-
volatile memory, magnetic storage, and optical storage.

Some portions of the above description present the tech-
niques described herein in terms of algorithms and symbolic
representations of operations on information. These algorith-
mic descriptions and representations are the means used by
those skilled in the data processing arts to most effectively
convey the substance of their work to others skilled in the art.
These operations, while described functionally or logically,
are understood to be implemented by computer programs.
Furthermore, it has also proven convenient at times to refer to
these arrangements of operations as modules or by functional
names, without loss of generality.

Unless specifically stated otherwise as apparent from the
above discussion, it is appreciated that throughout the
description, discussions utilizing terms such as “processing”
or “computing” or “calculating” or “determining” or “dis-
playing” or the like, refer to the action and processes of a
computer system, or similar electronic computing device,
that manipulates and transforms data represented as physical
(electronic) quantities within the computer system memories
orregisters or other such information storage, transmission or
display devices.

Certain aspects of the described techniques include process
steps and instructions described herein in the form of an
algorithm. It should be noted that the described process steps
and instructions could be embodied in software, firmware or
hardware, and when embodied in software, could be down-
loaded to reside on and be operated from different platforms
used by real time network operating systems.
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The present disclosure also relates to an apparatus for
performing the operations herein. This apparatus may be
specially constructed for the required purposes, or it may
comprise a general-purpose computer selectively activated or
reconfigured by a computer program stored on a computer
readable medium that can be accessed by the computer. Such
a computer program may be stored in a tangible computer
readable storage medium, such as, but is not limited to, any
type of disk including floppy disks, optical disks, CD-ROMs,
magnetic-optical disks, read-only memories (ROMs), ran-
dom access memories (RAMs), EPROMs, EEPROMs, mag-
netic or optical cards, application specific integrated circuits
(ASICs), or any type of media suitable for storing electronic
instructions, and each coupled to a computer system bus.
Furthermore, the computers referred to in the specification
may include a single processor or may be architectures
employing multiple processor designs for increased comput-
ing capability.

The algorithms and operations presented herein are not
inherently related to any particular computer or other appa-
ratus. Various general-purpose systems may also be used with
programs in accordance with the teachings herein, or it may
prove convenient to construct more specialized apparatuses
to perform the required method steps. The required structure
for a variety of these systems will be apparent to those of skill
in the art, along with equivalent variations. In addition, the
present disclosure is not described with reference to any
particular programming language. It is appreciated that a
variety of programming languages may be used to implement
the teachings of the present disclosure as described herein,
and any references to specific languages are provided for
disclosure of enablement and best mode of the present inven-
tion.

The present disclosure is well suited to a wide variety of
computer network systems over numerous topologies. Within
this field, the configuration and management of large net-
works comprise storage devices and computers that are com-
municatively coupled to dissimilar computers and storage
devices over a network, such as the Internet.

The foregoing description of the embodiments has been
provided for purposes of illustration and description. It is not
intended to be exhaustive or to limit the disclosure. Individual
elements or features of a particular embodiment are generally
not limited to that particular embodiment, but, where appli-
cable, are interchangeable and can be used in a selected
embodiment, even if not specifically shown or described. The
same may also be varied in many ways. Such variations are
not to be regarded as a departure from the disclosure, and all
such modifications are intended to be included within the
scope of the disclosure.

What is claimed is:

1. A computer-implemented method, comprising:

initializing, at a computing device including one or more

processors, an input method editor for composing an
electronic message;
receiving, at the computing device, an input from a user
identifying a recipient for the electronic message;

obtaining, at the computing device, language information
corresponding to the recipient, the language information
indicating one or more suggested natural languages for
composing the electronic message, each suggested natu-
ral language having a probability score indicating a like-
lihood that its suggested natural language is appropriate
for communication with the recipient, wherein the lan-
guage information is obtained from at least one of a
memory of the computing device, a remote server, and a
search of a network;
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selecting, by the computing device, a suggested natural
language having a highest probability score to obtain a
selected natural language for composing the electronic
message;

outputting, at the computing device, a confidence indica-

tion indicative of a degree of reliability of the selected
natural language, wherein the degree of reliability cor-
responds to the probability score of the selected natural
language;

configuring, at the computing device, the input method

editor based on the selected natural language to obtain a
configured input method editor;

receiving, at the computing device, a touch or speech input

from the user;

generating, at the computing device, the electronic mes-

sage using the configured input method editor and the
touch or speech input; and

transmitting, from the computing device, the generated

electronic message to another computing device associ-
ated with the recipient, wherein receipt of the generated
electronic message causes the other computing device to
render the generated electronic message and display the
rendering.

2. A computer-implemented method, comprising:

initializing, at a computing device including one or more

processors, an input method editor for composing an
electronic message;
receiving, at the computing device, an input from a user
identifying a recipient for the electronic message;

obtaining, at the computing device, language information
corresponding to the recipient, the language information
indicating one or more suggested natural languages for
composing the electronic message;

selecting, at the computing device, a natural language for

composing the electronic message based on the lan-
guage information to obtain a selected natural language;
configuring, at the computing device, the input method
editor based on the selected natural language;
receiving, at the computing device, a touch or speech input
from the user;
generating, at the computing device, the electronic mes-
sage using the configured input method editor and the
touch or speech input; and
transmitting, from the computing device, the generated
electronic message to another computing device associ-
ated with the recipient, wherein receipt of the generated
electronic message causes the other computing device to
render the generated electronic message and display the
rendering.
3. The computer-implemented method of claim 2, wherein
selecting the natural language for composing the electronic
message includes automatically selecting, by the computing
device, the natural language for composing the electronic
message based on the language information to obtain the
selected natural language.
4. The computer-implemented method of claim 2, wherein
selecting the natural language for composing the electronic
message includes:
prompting, by the computing device, the user for a selec-
tion of the one or more suggested natural languages; and

receiving, at the computing device, the selection by the
user of one of the one or more suggested natural lan-
guages to obtain the selected natural language.

5. The computer-implemented method of claim 2, wherein
obtaining the language information corresponding to the
recipient further includes:
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searching a network for the language information corre-
sponding to the recipient when the computing device has
no language information corresponding to the recipient;
and

receiving the language information from a server on the

network in response to the searching.

6. The computer-implemented method of claim 2, wherein
obtaining the language information corresponding to the
recipient includes retrieving at least a portion of the language
information from a profile of the recipient stored at a memory
of the computing device.

7. The computer-implemented method of claim 6, wherein
obtaining the language information corresponding to the
recipient further includes receiving at least another portion of
the language information from another profile of the recipient
stored at a server located remotely from the computing
device.

8. The computer-implemented method of claim 2, wherein
the language information corresponds to a group of one or
more users that includes the recipient.

9. The computer-implemented method of claim 2, wherein
the language information includes information indicative of a
probability score for each suggested natural language, each
probability score indicating a likelihood that its correspond-
ing suggested natural language is appropriate for communi-
cation with the recipient.

10. The computer-implemented method of claim 9,
wherein the language information includes the probability
scores for the suggested natural languages.

11. The computer-implemented method of claim 10, fur-
ther comprising:

storing, at the computing device, the one or more probabil-

ity scores at a memory of the computing device in
response to obtaining the language information; and
selectively adjusting, at the computing device, the one or
more probability scores based on other electronic com-
munication between the user and the recipient.

12. The computer-implemented method of claim 9, further
comprising calculating, at the computing device, the prob-
ability scores for the natural languages based on the language
information, wherein the language information includes sta-
tistics of past usage by the user of each of the one or more
suggested natural languages.

13. The computer-implemented method of claim 12,
wherein the statistics of past usage by the user of a specific
suggested natural language are on a per document basis or on
a per word basis.

14. The computer-implemented method of claim 9, further
comprising outputting, at the computing device, a confidence
indication indicative of a degree of reliability of the selected
natural language, wherein the degree of reliability corre-
sponds to the probability score corresponding to the selected
natural language.

15. The computer-implemented method of claim 14,
wherein the input method editor is a speech-to-text input
method editor configured to receive speech input and to con-
vert the speech input to text for the electronic message, and
wherein the confidence indication is output at the computing
device prior to receiving speech input for conversion to text
by the speech-to-text input method editor.

16. The computer-implemented method of claim 2,
wherein configuring the input method editor based on the
selected natural language includes at least one of:

(1) configuring a spell checker based on the selected natural

language;

(ii) configuring a grammar checker based on the selected

natural language;
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(ii1) configuring a layout of a virtual keyboard displayed by
the computing device based on the selected natural lan-
guage;

(iv) configuring an auto-correction dictionary based on the

selected natural language;

(v) configuring an acoustic model for speech-to-text based

on the selected natural language;

(vi) configuring a language model for speech-to-text based

on the selected natural language; and

(vii) configuring a translation model for language transla-

tion from the selected natural language to another natu-
ral language that the user can at least one of compose in
and understand.

17. A computing device, comprising:

one or more processors configured to initialize an input

method editor for composing an electronic message; and

a communication device configured to receive an input

from a user indicating a recipient for the electronic mes-
sage,

wherein the one or more processors are further configured

to:
obtain language information corresponding to the
recipient, the language information indicating one or
more suggested natural languages for composing the
electronic message,
select a natural language for composing the electronic
message based on the language information to obtain
a selected natural language,
configure the input method editor based on the selected
natural language,
receive a touch or speech input from the user, and
generate the electronic message using the configured
input method editor and the touch or speech input,
wherein the communication device is further configured to
transmit the generated electronic message to another
computing device associated with the recipient, and
wherein receipt of the generated electronic message causes
the other computing device to render the generated elec-
tronic message and display the rendering.

18. The computing device of claim 17, wherein the one or
more processors are configured to automatically select the
natural language for composing the electronic message based
on the language information to obtain the selected natural
language.

19. The computing device of claim 17, wherein the one or
more processors are configured to select the natural language
for composing the electronic message by:

prompting the user for a selection of the one or more

suggested natural languages using the communication
device; and

receiving the selection by the user of one of the one or more

suggested natural languages via the communication
device to obtain the selected natural language.

20. The computing device of claim 17, wherein the one or
more processors are configured to obtain the language infor-
mation corresponding to the recipient by:

searching a network for the language information corre-

sponding to the recipient when the computing device has
no language information corresponding to the recipient;
and

receiving the language information from a server on the

network in response to the searching.

21. The computing device of claim 17, wherein the one or
more processors are configured to obtain the language infor-
mation corresponding to the recipient by retrieving at least a
portion of the language information from a profile of the
recipient stored at a memory of the computing device.
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22. The computing device of claim 21, wherein the one or
more processors are configured to obtain the language infor-
mation corresponding to the recipient by receiving at least
another portion of the language information from another
profile of the recipient stored at a server located remotely
from the computing device.

23. The computing device of claim 17, wherein the lan-
guage information corresponds to a group of one or more
users that includes the recipient.

24. The computing device of claim 17, wherein the lan-
guage information includes information indicative of a prob-
ability score for each suggested natural language, each prob-
ability score indicating a likelihood that its corresponding
suggested natural language is appropriate for communication
with the recipient.

25. The computing device of claim 24, wherein the lan-
guage information includes the probability scores for the
suggested natural languages, and wherein the one or more
processors are further configured to:

store the one or more probability scores at a memory of the

computing device in response to obtaining the language
information; and

selectively adjust the one or more probability scores based

onother electronic communication between the user and
the recipient.

26. The computing device of claim 24, wherein the one or
more processors are further configured to calculate the prob-
ability scores for the natural languages based on the language
information, wherein the language information includes sta-
tistics of past usage by the user of each of the one or more
suggested natural languages.

27. The computing device of claim 26, wherein the statis-
tics of past usage by the user of a specific suggested natural
language are on a per document basis or on a per word basis.
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28. The computing device of claim 24, wherein the one or
more processors are further configured to output, via the
communication device, a confidence indication indicative of
a degree of reliability of the selected natural language,
wherein the degree of reliability corresponds to the probabil-
ity score corresponding to the selected natural language.

29. The computing device of claim 28, wherein the input
method editor is a speech-to-text input method editor config-
ured to receive speech input and to convert the speech input to
text for the electronic message, and wherein the confidence
indication is output using the communication device prior to
receiving speech input for conversion to text by the speech-
to-text input method editor.

30. The computing device of claim 17, wherein the one or
more processors are configured to configure the input method
editor based on the selected natural language by at least one
of:

(1) configuring a spell checker based on the selected natural

language;

(1) configuring a grammar checker based on the selected
natural language;

(ii1) configuring a layout of a virtual keyboard displayed by
the communication device based on the selected natural
language;

(iv) configuring an auto-correction dictionary based on the
selected natural language;

(v) configuring an acoustic model for speech-to-text based
on the selected natural language;

(vi) configuring a language model for speech-to-text based
on the selected natural language; and

(vii) configuring a translation model for language transla-
tion from the selected natural language to another natu-
ral language that the user can at least one of compose in
and understand.



